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Abstract 

The introduction of the internet and the proliferation of internet-connected devices (IoT) enabled knowledge sharing, 
connectivity and global communications. At the same time, these technologies generated a crime harvest as security 
was overlooked. The Internet-of-Medical-Things (IoMT) generates biological information and is transforming health-
care through the introduction of internet-connected medical-grade devices that are integrated with wider-scale 
health networks to improve patients’ health. Many innovative ideas arise from academia; however, there is a lack of 
support in medical device regulation. The implementation of the current regulatory framework is limited to security 
risk assessment and guidance. Unfortunately, premarket risk-management requirements of current regulation do not 
include crime risks and a more predictive approach could help fill this gap. Crime science, or the perspective of crime 
as an event that can be influenced directly by its immediate environment, may encourage the biotechnology industry 
to design-in security and crime out. In this article, I provide a point of view of an early career researcher and medical 
device developer navigating the medical device regulatory pathway for the first time. I narrow the focus of this article 
to an assessment that is specific to current UK provisions and acknowledge the limited scope. In response to the 
ongoing changes in the current regulatory framework of the UK, I propose a new secure by design mechanism that 
can be employed by early career developers earlier in the development process of a product. Such a model can be 
used to systematically consider security design in devices and to understand and address potential crime risks ahead 
of their widespread use.
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The Internet‑of‑Medical‑Things and crime 
opportunity
The introduction of the internet and the proliferation 
of internet-connected devices (IoT) enabled knowledge 
sharing, connectivity and global communications. At 
the same time, these technologies generated emerging 
crime opportunities—a “crime harvest” (Pease, 1997)—
as security was overlooked (Blythe and Johnson, 2021). 
A systematic review of 114 synthesized studies discov-
ered that several consumer IoT devices such as smart 
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meters and smart locks enabled a wide range of crime 
types from burglary to stalking crimes (Johnson et  al, 
2020). Even more worrisome may be the security impli-
cations of connected devices that do not collect informa-
tion about household appliances from connected TVs 
or fridges, but that collect health data. Medical devices 
are products (instrument, apparatus, machine, implant, 
software or related article) intended to be used with a 
specific medical purpose(s) of diagnosis, prevention, 
monitoring, treatment or alleviation of disease (WHO, 
2022). These generate biological information and are 
transforming healthcare through the introduction of the 
Internet-of-Medical-Things (IoMT), internet-connected 
medical-grade devices that are integrated to wider-scale 
health networks in order to improve patients’ health (e.g. 
remote patient monitoring) (Bhatia et  al., 2021; Terry, 
2016). The transformation of healthcare has been ongo-
ing. In the United Kingdom, for example, the National 
Health Service (NHS) recently launched its national 
NHS App Library, installing WiFi across the NHS estate, 
enabling citizens to transact with the NHS, all from 
their computer or smart phone (NHS, 2019). The global 
COVID19 pandemic has also arguably accelerated this 
process as IoMT devices are expedited to the market in 
response, to try and address the unmet need of remote 
patient monitoring to improve patients’ medical experi-
ence. Albeit a testimony to a rapid response, there is risk 
for unintended consequences if security is overlooked.

As IoMT devices collect information about patients 
and their health, it is vital that they are secure as they 
do not only gather information but are able to affect 
patient’s health if their security is compromised. When 
security is overlooked, these vulnerabilities create oppor-
tunities for crimes if the data can be stolen, as occurred 
with the National Health Service (NHS) WannaCry ran-
somware attack (O’Dowd, 2017). In addition to the sto-
len encrypted data and files, the ransomware attack also 
impaired the functionality of the NHS in England, block-
ing and preventing staff from accessing patient data and 
critical services (Ghafur et  al, 2019) and causing direct 
harm. Two examples of direct harm caused by interfering 
with health outcomes through hacking are described by 
Applegate (2013) and Li et al. (2011). Applegate exposed 
a vulnerability in a pacemaker that gave unauthorized 
access to and control of the device, allowing a third party 
to deliver an unwarranted shock through a pacemaker via 
wireless transmission. Li et al., 2011 disclosed vulnerabili-
ties found in insulin pumps used to deliver regular insulin 
throughout the day, which could potentially be exploited 
to alter the intended therapy and administer an overdose 
to the patient remotely. While these two examples were 
security vulnerabilities demonstrated in a laboratory and 
were not intentionally exploited to harm, they could be 

considered criminal negligence (Elgabry et al., 2022; Wel-
lington, 2013). During product development, it is not 
unusual that insufficient attention is given to the crime 
implications of new products entering the market, giving 
rise to “crime harvests” or emerging crime opportunities 
(Pease, 1997). Criminals are early adopters of technol-
ogy and thus exploit these vulnerabilities before they are 
addressed. In the UK, The Department for Digital, Cul-
ture, Media and Sport (DCMS) launched a code of prac-
tice to encourage manufacturers to improve the security 
standards of consumer IoT devices (IoT Code of Practice 
& DCMS, 2018). However, this is currently dependent 
upon trusting responsible manufacturers to implement 
it. Currently, this same trust exists in IoMT devices since 
premarket risk-management requirements of current 
regulation do not explicitly include crime risks.

The Internet‑of‑Medical‑Things and current UK 
regulation
IoMT devices are usually subject to prescribed standards 
overseen by a relevant government agency. In the UK, 
medical devices are regulated under the Medical Devices 
Regulations 2002 (UK MDR, 2002),1 which implement 
existing European Union (EU) medical devices directives 
into UK law via the Medicines and Healthcare products 
Regulatory Agency (MHRA) (Singh, 2022). This agency 
also provides standards to ensure security, safety and 
effectiveness of the devices. Devices are classified by risk 
comprising different requirements. Manufacturers of 
low-risk products (medical device classification Class I, 
which includes bandages, handheld surgical instruments) 
can provide a self-certification, whilst for products of 
higher risk classification (Intermediate risk Classes IIa, 
IIb such as computed tomography (CT) scan and high-
est risk Class III, which include devices for sustaining 
life such as pacemakers), a conformity assessment is 
required. A sample of the risk assessment provided by the 
manufacturer is then checked by a notified body such as 
the British Standards Institution (BSI). To indicate com-
pliance with EU legislation, IoMT devices sold within the 
UK required CE marking under the EU Medical Devices 
Directive (MDD) (Directive 93/42/EEC) (European 
Council Directive 1993) (formally Medical Devices Regu-
lation (MDR) 2017/745) (European Union 2017).

The UK has so far followed EU regulation; however 
since exiting the EU on 31 January 2020, it is requiring 
new arrangements to come into place for the continued 
regulation of medical devices to ensure that they are 
safe and effective within the UK market (Department 

1  The Medical Devices Regulations (2002) https://​www.​legis​lation.​gov.​uk/​
uksi/​2002/​618/​conte​nts/​made.

https://www.legislation.gov.uk/uksi/2002/618/contents/made
https://www.legislation.gov.uk/uksi/2002/618/contents/made
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for Business, Energy & Industrial Strategy, 2021). To 
respond to the opportunities and challenges arising from 
leaving the EU, the UK has prioritized innovation, and is 
undergoing regulatory reform to support this as a cen-
tral part of the UK Government’s strategy (Department 
for Business, Energy & Industrial Strategy, 2021). On 1 
January 2021 the UK Conformity Assessment (UKCA)2 
mark came into force and is required for certain prod-
ucts that are placed on the Great Britain (England, Wales 
and Scotland) market. From 1 July 2023, the previously 
accepted CE mark will no longer accept new products 
placed on the market in Great Britain (Han et al., 2022). 
The contents of the new legislation to be enforced in the 
UK in July 2023 are not yet known, but may have simi-
larities to the EU MDR (Kwong et al., 2021). For example, 
for class I devices that can be ‘self-certified’ by a manu-
facturer, the self-declaration of conformity for UKCA 
marking is expected to be the same as for CE marking 
(Almilaji et al., 2022). For other types of devices such as 
implanted devices, the recent consultation in November 
2021 on the future regulation of medical devices in the 
UK indicated an appetite for further requirements such 
as national device registries for the collecting and sharing 
of information (Jeffery, 2022). As the transition to the UK 
reform continues, some manufacturers are still operating 
under the previous regulations, which can also introduce 
opportunities for crime, error and/or insecurity.

At present information is fragmented across different 
standards (e.g., IEC standards 62,304 or 80,001–5-1on 
software development and ISO 14971),3,4,5 creating a lot 
of uncertainty for manufacturers of IoMT devices around 
the identification of the appropriate standards associ-
ated with the regulatory requirements. This shortcoming 
may have a detrimental effect on medical device innova-
tion as start-ups and SMEs will have difficulty overcom-
ing regulatory uncertainty with their lack of in-house 
expertise (Ben-Menahem et  al., 2020; Granlundet al., 
2021). Regulating devices is challenging as IoMT applica-
tions are diverse, including both hardware and software 
applications (GHTF, 2005). To illustrate, IoMT includes 
but is not limited to artificial intelligence as a medical 
device (Beckers et  al., 2021), thermometers, artificial 

hearts (Slepian et al., 2013), stents, Sonogram machines, 
X-ray machines, stethoscopes (e.g., Astono et  al., 2017), 
and wheelchairs (e.g., Cooper, 2006). Consequently, this 
challenge may lead to crime exponentiation, a condition 
whereby “advancements in technology lead to evolutions 
in crime that outpace our ability to conceptualize and 
respond to them” (Topalli & Nikolovska, 2020).

Many innovative ideas arise from academia; however 
there is a lack of support in Medical Device regulation 
(Hendricusdottir et al., 2021). Hendricusdottir et al. con-
ducted a systematic search of information found online 
that provided support for universities in medical device 
regulation found that 55% of the selected universities in 
the UK did not provide any. As a result of these findings, 
the authors suggested that the early phases of research 
and development will need an increase in support for 
regulatory strategies to yield a better translation of tech-
nologies into clinical care. The implementation of the 
current regulatory framework often is limited to a secu-
rity risk assessment and guidance, as opposed to active 
security testing, and requires more (specialized) auditing. 
Current risk-based and compliance approaches to the 
security of IoMT devices are limited and a more predic-
tive approach could help fill these gaps. Unfortunately, 
premarket risk-management requirements of current 
regulation do not include crime risks.

The need for “Cyber‑biosecurity by design”
Although manufacturers consider the security of a device 
for the regulatory requirements, these do not explic-
itly include crime risks that can be assessed throughout 
the design process as a proactive approach. Moreover, 
conformity can only be shown in a “complete” and final 
device. A manufacturer cannot declare or prove con-
formity for a theoretical device—as extensive information 
is needed, for example, the manufacturing procedures, 
instructions of use, labelling and packaging, to name 
a few. While notified bodies encourage manufacturers 
to schedule formal meetings to discuss their device and 
provide comments, early career researchers and medical 
device developers do not have easy access to such con-
sulting (Maresova et al., 2020). As the UK steers it own 
course in the future, balancing the regulation of medical 
devices such that dangerous or unintentionally harm-
ful devices do not enter the market while not being too 
restrictive for truly innovative solutions (Jeffery, 2022).

Researcher and innovator unfamiliarity with medi-
cal device regulations can often be a barrier to translat-
ing technology into a clinical setting (Kwong et al., 2021). 
In response to the ongoing changes in the current regula-
tory framework of the UK, and from the point of view of 
an early career researcher and medical device developer 
navigating the medical device regulatory pathway for the 

2  UK Conformity Assessment [Internet]. GOV.UK. 2021 [cited 2021 Jul 2]. 
Available from: https://​www.​gov.​uk/​guida​nce/​uk-​confo​rmity-​asses​sment.
3  International Electrotechnical Commission (IEC) Medical device soft-
ware—Software life cycle processes (62,304:2006) https://​www.​iso.​org/​stand​
ard/​38421.​html.
4  International Electrotechnical Commission (IEC) Health software and 
health IT systems safety, effectiveness and security—Part 5–1: Security—
Activities in the product life cycle (81,001–5-1:2021) https://​www.​iso.​org/​
stand​ard/​76097.​html.
5  International Organization for Standardization (ISO) Application of risk 
management to medical devices (14,971), https://​www.​iso.​org/​stand​ard/​
72704.​html.

https://www.gov.uk/guidance/uk-conformity-assessment
https://www.iso.org/standard/38421.html
https://www.iso.org/standard/38421.html
https://www.iso.org/standard/76097.html
https://www.iso.org/standard/76097.html
https://www.iso.org/standard/72704.html
https://www.iso.org/standard/72704.html
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first time, I propose a mechanism which allows manufac-
turers and/or developers to take an experimental approach 
to their device design. Hosting a hackathon with an embed-
ded Delphi process, could be deployed at institutions and/
or manufacturing facilities. “Hackathon” refers to an event 
that brings domain experts to collaborate intensively on 
a project (Tucker et al., 2018). The term “hack” here has a 
positive meaning and is defined as the “finding [of] unin-
tended or overlooked uses” and “applying them in new 
and inventive ways to solve a problem—whatever it might 
be” (Erickson, 2008, pg. 1). The term hackathon comes 
from the combination of the words hack and marathon to 
highlight the focused effort such as that of a marathon of 
finding a solution to a given problem (Komssi et al., 2015). 
Although relatively new, the hackathon model has been 
useful to various applications such as medical technology 
innovation (e.g., DePasse et al., 2014). The Delphi process 
is an established forecasting approach that at its most basic 
form involves several rounds of surveys with experts, who 
are questioned individually, to eventually reach a “con-
sensus” (Dalkey & Helmer, 1963; Linstone & Turoff, 1975; 
Turoff, 1970). A hyBrid hAcKathon dElphi (BAKE) frame-
work (Elgabry, 2021)—or a similar framework—that cou-
ples the scenario building (of the Delphi process) and the 
prototyping (of the hackathon) can be used as a mecha-
nism to systematically consider security design in devices 
and to understand cybersecurity compliance issues—
ahead of their widespread use. The Delphi process within 
the BAKE can help answer key questions regarding the 
Internet-of-Medical-Things, including what areas might be 
misused and security features considered necessary. The 
benefits of the prototyping through the hackathon model 
are proactive and continuous penetration testing to search 
and find security weaknesses early. While there may be 
such iterative design and testing processes applied in, for 
example, the software development of medical devices, the 
BAKE framework can be applied to capture highly chal-
lenging threats and risks within the whole cyber-physical 
device system—attending to the cyber-biosecurity of the 
device. As an early career researcher and medical device 
developer with no in-house expertise for security compli-
ance, I found it helpful to fill this knowledge gap through 
a proactive crime risk assessment that was engaging in 
“thinking thief” during the ideation and materialization of 
the medical device I was developing—as opposed to fit-
ting security requirements retrospectively. Today, security 
is dynamic—especially as systems and devices are increas-
ingly more integrated—and therefore testing cannot be 
static (Yousefnezhad et  al., 2020). By adopting an experi-
mental approach through hosting a hackathon with an 
embedded Delphi process, (bio)secure by design can be 
prompted earlier in the product development life cycle of 
any medical technology.

Conclusion
The Internet-of-Medical-Things (IoMT) is transforming 
healthcare through the introduction of internet-connected 
medical-grade devices that are integrated to wider-scale 
health networks to improve patients’ health. Unfortunately, 
crime implications of new medical products entering the 
market are often overlooked during product development 
in the current regulatory framework. Despite new medical 
device regulation, uncertainty in the security conformity of 
the IoMT urges the need for “CyberBiosecurity by design”. 
A hyBrid hAcKathon dElphi (BAKE) framework—or a 
similar framework—can be introduced as an experimental 
approach for IoMT design and development. This is a for-
ward-thinking mechanism that can systematically consider 
security design in devices ahead of their widespread use 
during design phase of a product lifecycle, and while, pro-
totyping. With the adoption of an experimental approach 
by researchers and innovators, novel risks and threats to 
cyber-biosecurity can be identified early to reduce the like-
lihood of an unintended crime harvest occurring in the 
future.
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